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We train the autoencoder on 450 images from the flicker
dataset. We use the the 24 images from Kodak for testing

We consider the training without projection as the baseline
reference and we compare the performances (relative MACCs
as a function of sparsity), PSNR and SSIM as a function of the
bitrate for different projections.



